


This is the backbone of many cutting-edge artificial intelligence technologies such 
as image classification and AlphaGo (the computer program which managed to 
defeat a world champion of Go.

Important concepts such as universal approximation theorem, activation function 
and loss fun function will be introduced. Then we illustrate how the neural 
network can be trained via the ideas of backpropagation, stochastic gradient 
descent, etc.

As case studies, we will demonstrate how neural networks can be constructed and 
trained to predict the movement of exchange rate, to approximate the weights on 
different assets within an optimal portfolio, and to recommend the delta hedge of 
a derivative product. These will be showcased via Python Notebooks.

Part 2: stochastic control

The second part of the module is about "stochastic control" and its applications to 
algorithm trading. Stochastic control is a subfield of mathematical optimisation 
where an agent wants to choose the best action over time to achieve a certain 
objective in a random environment characterised by some stochastic processes. 
There are many applications in finance that can be formulated as stochastic 
control problems. Examples include how a trader with a large quantity of stock to 
sell should set the number of shares to be sold at each point of time to maximise 
the sale proceed (the optimal execution), and how much capital investors should 
put in some risky stocks over time based on their risk-return requirements (the 
portfolio optimaisation problem).

We will begin by introducing the essential theories of stochastic control such as 
dynamic programming principle and Hamilton-Jacobi-Bellman equation. It turns 
out that the solution of a stochastic control problem is closely tied to the solution 
of a partial differential equation. Then we will specialise to the optimal execution 
problem and describe how the problem under different types of market impact 
can be modeled and solved mathematically. If time allows, we will also explore 
some other applications of stochastic control such as portfolio optimisation.
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The module consists of two parts:

Part 1: neural network

In the first part of the module, we will focus on "neural network" - a class of 
machine learning modules which is a very powerful generalisation of standard 
regression models and is capable of describing date within complex structure.
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